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OWHEERE / Theme of Research

Explaining artificial neural network behaviors via attribution and visualization

@WEWBE / Outline of Research

By studying interpretability of artificial neural networks, e.g., autonomous driving models, it is possible to address the current issue of
incomprehensible behavior decision-making, especially in safety-critical situations like autonomous driving systems. This plays a crucial role
in promoting the development of future artificial neural networks and is a key technology for determining responsibility in artificial intelligence
decision making and enhancing user confidence.

®MZERE / Results of Research

Through communications with researchers in artificial intelligence and autonomous driving at the University of Tokyo, Cyber Agent, Google,
Amazon, Huawei Japan, Ritsumeikan University, and Tsukuba University, | have discovered a combined approach of attribution methods and
autonomous driving feature analysis. | am currently working on writing a new academic paper on this topic. Additionally, utilizing this new
research approach, | am also preparing a patent application for an invention.

@451 D5 E / Further Research Plan

In my subsequent research, | plan to incorporate the latest artificial intelligence content generation techniques into the field of interpretability
research. By leveraging the recent advancements in natural language modeling, | aim to explore the implementation of an automated driving
behavior decision analysis method with natural language explanations. This would be highly beneficial for future general users, as it
enhances understanding and transparency in autonomous driving systems.
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